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ABSTRACT

Deep learning methods are the subfield of the machine learning models that have spread rapidly 
in the field of engineering in the last decade. But, these methods are a fairly new in educational 
literature. The aim of this study was modeling and predicting mathematics achievement of 
successful and unsuccessful students via deep learning methods. For this purpose, Turkey’s 
Programme for International Student Assessment (PISA 2018) survey data was used. Deep 
learning methods were displayed comparable performance to multi-layer perceptron and 
logistic regression. Jordan neural network method was found the most successful method 
among Elman neural network, Logistic regression and multi-layer perceptron methods with 
0.826 accuracy and 0.739 area under curve scores. It was understood that deep learning 
methods can be used in the modelling and predicting of students’ mathematics achievement.
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INTRODUCTION

International exams that evaluate the educational out-
comes of countries by taking into account student and 
school performances like PISA. This exam has been admin-
istered by The Organisation for Economic Co-operation 
and Development (OECD) to 15-year-old students every 3 
years since 2000 [1]. PISA consists of student, school and 
teacher questionnaires. The main purpose of the PISA sur-
vey is to ensure equality in education [1,2]. Student tests 
are contains questions from 3 key areas: reading, science 
and math. Its results are combined with various personal 

factors that provide important information to education 
authorities. 

According to PISA 2009 results, Turkey ranked 32nd 
among 34 OECD countries in mathematics. In addition, 
40% of the students could not reach the basic proficiency 
level in mathematical literacy [3]. It was ranked 48th out of 
72 countries in mathematics in PISA 2015 [4]. According 
to the results of PISA 2018, Turkey ranked 42 in math-
ematics with an average of 454 points. But the OECD 
average was 459 points. Although Turkey has reached the 
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highest average mathematics score level since 2003, this 
success is still not enough according to the educational 
investments [5].

As stated in many studies, variables such as the gender, 
age, family background, disability, self-confidence, atten-
dance to classes, self-motivation, learning preferences, 
student goals, academic self-efficacy, socioeconomic and 
cultural status, quality of educational resources, home edu-
cation resources, parents’ education level play a vital role 
in mathematical performance [6–12]. Various studies show 
that digital technology is also important to increase the suc-
cess rate in mathematical education [11]. 

However, Turkey is below the standards of OECD coun-
tries in terms of educational resources due to low financial 
resources in schools, low teacher salaries, high number of 
students per class and high number of students per teacher. 
In addition, most of the Turkish citizens are at a lower level 
than other OECD countries in terms of socio-cultural status 
and parental education level [13] and these situations affect 
students’ mathematics achievement negatively. In order 
to reduce negative effects, it is necessary to determine the 
variables that affect students’ achievement and to predict 
student achievement or failure. Modeling achievement or 
failure will allows education authorities to easily identify 
areas for improvement.

But, the structure of effective variables with complex 
relationships makes the analysis difficult with classical sta-
tistical methods. This encourages the use of artificial intel-
ligence algorithms, mentioned as educational data mining, 
which includes advanced methods for modeling complex 
relationships [14]. Zawacki-Richter et al. stated that one of 
the most important research topics of the next 20 years as 
educational technology will be artificial intelligence appli-
cations [15]. The increase in the number of artificial intel-
ligence studies in education supports this idea. However, 
most of the studies are related to the estimation and evalu-
ation of student performance in higher education [16–18]. 
On the other hand, investments in education for primary 
education yield many times higher returns than invest-
ments made in higher education.

Besides, although artificial intelligence is a field that has 
become widespread especially in the last 30 years, there is no 
definite information about the pedagogical benefits of this 
field and its contributions to education. However, it should 
be known that artificial intelligence algorithms and meth-
ods based on artificial intelligence will make great contribu-
tions to increasing success in education. For this reason, it 
is estimated that the techniques mentioned will make great 
contributions to performance prediction [15,19]. Artificial 
intelligence techniques and algorithms used in education 
are grouped under the title of Educational Data Mining 
(EDM). The most popular up-to-date of EDM techniques 
is deep learning.

Although there have been many studies on deep neu-
ral networks (DNN), especially in the field of engineering, 

very few studies have been conducted on EDM. Coelho 
and Silveira addressed this issue in their review [20]. They 
searched a large database from many sources but, they 
found only 6 articles using DNN in the field of EDM. 
Studies with DNN have great potential in order to increase 
performance by predicting student success and to make 
development continuous.

DNN can perform prediction, classification or clus-
tering operations with higher success than other EDM 
techniques. Unlike other EDM methods, DNN can easily 
model complex relationships and use error propagation 
more effectively to achieve higher accuracy than classical 
EDM [21]. Since the deep learning approach produces suc-
cessful results in educational studies [22], it encourages 
researchers to use deep learning for EDM in the field of 
education [23].

The main purpose of this study is to predict mathemat-
ics achievement by using key factors of students’ math-
ematics achievement with the DNN approach. We also 
compared our results with multilayer perceptron and logis-
tic regression, which are the most widely used methods in 
EDM [24,25]. 

MATERIAL

In the literature, gender is an effective variable on math-
ematics achievement in which, it is stated that male students 
get higher scores than female students [6]. Mathematics 
study time is also an effective variable. As stated in the 
literature, as the working time increases, the success also 
increases [6,8]. Fear of failure is an effective variable on all 
educational careers of students. Students who are afraid of 
failure generally fail more. In addition, students’ sense of 
belonging to the school also affects their success. 

In addition, socio-economic status in developing coun-
tries such as Turkey has an impact on success [5,26]. Since 
educated and high-status families are more conscious, their 
children are also more successful. These parents’ emotional 
support, father’s education and index highest parental occu-
pational status are effective variables on achievement. Also, 
having a room at home, having educational resources and 
computers to study affects achievement. The use of infor-
mation and communication technology (ICT) resources in 
lessons also has an impact on achievement. These resources 
make it easy for students to understand topics that are dif-
ficult to understand. 

Educational materials in home increase students’ math-
ematics achievement [6,27]. Digital device usage is also 
important variable for learning mathematics [28]. In addi-
tion, the effect of information technology (IT) resources on 
mathematics achievement increases with the influence of 
educated parents [29]. 

In the light of this information obtained from the lit-
erature, variables related to mathematics achievement are 
given in Table 1.
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The first variable in the Table 1 is mathematics achieve-
ment. The other variables in the table are gender, learning 
time per week, fear of failure, belonging to school, father’s 
education, highest parental occupational status, ESCS 
index, home possessions, parents’ emotional support, 
available ICT devices at home and digital device usage for 
learning or teaching during mathematics lessons in the last 
month respectively. These variables are assumed effective 
variables on mathematics achievement. Also, we used the 
most successful 30% and the most unsuccessful 30% of the 
students of PISA 2018 Turkey.

METHOD

Multilayer Perceptron (MLP): MLP has designated as a 
result of the studies done to solve the XOR Problem. MLP 
is a class of feed forward neural networks. This model is also 
called the ‘Back Propagation Model’ or ‘Error Propagation 
Model’ because it propagates the error to the network [30]. 
MLP works particularly well in classification and general-
ization situations. The structure of Multi-Layer Networks 
is as follows.

A MLP consists of at least three layers; input, hidden, and 
output layers. The input layer receives the data (x1, x2,…, xn) 

Table 1. Mathematics Achievement Related Features

# Variable Code Description of Variables
y PV1MATH Mathematical Achievement
x1 ST004D01T Student Gender
x2 MMINS Mathematics Learning time per week 

(minutes)
x3 GFOFAIL General fear of failure
x4 BELONG Subjective well-being: Sense of belonging 

to school
x5 FISCED Father’s Education
x6 HISEI Index highest parental occupational 

status
x7 ESCS Index of economic, social and cultural 

status
x8 HOMEPOS Home possessions
x9 EMOSUPS Parents’ emotional support perceived by 

student
x10 ICTHOME ICT available at home
x11 IC152Q02HA Digital device used for learning or 

teaching during Mathematics lessons 
within the last month 

Figure 1. Architectural graph of MLP with two hidden layers.
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values and sends it to the middleware. In this process, the 
input values are multiplied by the weights and combined 
via a function and transferred to the next layer. The output 
of the processing element is calculated by passing the value 
obtained as a result of the sum function through a linear 
function. Also, it can be calculated by a nonlinear differ-
entiable transfer function. Since the weights represent the 
importance of the inputs in the model, the accuracy of the 
model depends on the optimum weights. The net function 
is usually obtained as the sum of the weighted inputs. The 
sum function and activation function are given by equa-
tions 1 and 2. Each node in a layer use a nonlinear activa-
tion function like sigmoid, tang, linear, threshold and hard 
limiter function [16].

net w x bi ii

n
= +

=∑ 1
(1)

y f net f w x bi ii

n
= ( ) = +( )=∑ 1

(2)

f x
e x( ) =

+ −

1
1

(3)

In the hidden layer, the processed data from the input 
layer is transmitted to the output layer. The number of hid-
den layers changes according to the problem, at least one, 
and is adjusted according to the need. The output of each 
layer becomes the input of the next layer and there is no 
certainty about the number of neurons in the hidden lay-
ers. This is determined by the researcher. Each node in the 
hidden layers is connected to each node in the next layer 
with a certain weight. Since the most used activation func-
tion in hidden layers is the sigmoid function, we used sig-
moid function in this study. The sigmoid function is given 
by equation 3. 

The output layer processes data from previous layers and 
determines the output of the network. In the output layer, a 

linear or soft activation function is generally used. The out-
put number of the system is equal to the number of elements 
in the output layer. In general, process in MLP takes place 
in two stages, forward calculation and backward calcula-
tion. Therefore, such algorithms are also called feedforward 
backpropagation artificial neural network algorithms [17].

Elman Neural Network (ENN): The ENN was developed by 
Elman in 1990. This method is a kind of back-propagation 
neural networks (NNs). And, these are constituted by a 
large number of neurons with certain rules. As a recurrent 
network type with a context layer as a self-referential layer, 
ENN is trained in a supervised manner based on the inputs 
and targets [31,32].

As shown in Fig. 2, ENN has four layers; namely, input, 
hidden, context and output layers. The input layer, the hid-
den layer and the output layer are able to be taken into 
consideration as a feed-forward network, which is similar 
when compared to the traditional MLP. Besides, there exists 
another layer named the context layer, which store and use 
the hidden layer’s previous step output values. So, content 
layer elements carry the activation values from the hidden 
layer as input to the next iteration.

We suppose r neurons with n inputs produce m outputs 
in hidden and context layers. Then,

h w x w u bt h ct t h= + +( )σ 2 1 (4)

x hct t= −1 (5)

y w h bt y t y= +( )σ 3 (6)

Where, w1 is the weight between input and hidden lay-
ers, while w2 is weight from context layer to hidden layer 
and, w3 is weight between hidden and output layers. Inputs 
are represented with ut and hidden layer outputs repre-
sented with ht. Outputs of the model are represented with y 
and context layer outputs are represented with xc.

Jordan Neural Networks (JNN): It is one of the first itera-
tive networks. Like ENN, the JNN is a multi-layered back-
propagation (recursive) neural network. In JNN, which 
have a structure similar to MLP, there are special feedback 
connection elements called state units in addition to input, 
output and hidden layers. State unit elements carry the acti-
vation values they receive from the output layer as input to 
the next iteration [33]. 

Each state unit element has a self-feedback connection. 
The weights of the connections between the state unit and 
the output unit elements are fixed to +1. Therefore, learning 
in JNN occurs in the connections between the input and 
the hidden layers, and between the hidden and the output 
layers [33].Figure 2. Architectural graph of Elman Neural Network.
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Accuracy rate refers to the total rate of predictions with 
correct predictions. The Error Rate value is the complement 
of the accuracy. Sensitivity is a measure of true positive rate 
in a model. Specificity measures how exact the assignment 
to the positive class. False positive rate measures the false 
negative rate in negative predicted class. The F1 score is an 
equilibrium measure between positive predictive value and 
sensitivity [34,38]. The formulations of these criteria are 
given in equations (9)-(14).

Accuracy
TP TN
p n

=
+
+

(9)

Error Rate
FP FN
p n

Accuracy=
+
+

= −1 	 (10)
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Processor elements in other layers are similar to MLP 
nodes. Similar to MLP, both linear and nonlinear activation 
functions can be used in the hidden layer, and the learning 
rules used in MLP can also be used in the training of JNN 
[30]. The equations used in the JNN are as follows.

h w y w u bt h t t h= + +( )−σ 2 1 1 (7)

y w h bt y t y= +( )σ 3 (8)

ENN and JNN are similar to each other, but there are 
two important differences between them. First of all, the 
activation values used in the context layer in ENN are taken 
from the hidden layer, not from the output layer. The sec-
ond is that the context layer elements do not have self-feed-
back connections. In ENN, the connection weights between 
hidden and context layer elements are fixed and equal to +1. 
Generalized delta learning rule is used in ENN as in MLP.

Logistic Regression: Logistic regression, which produces 
very successful results in comparisons with machine learn-
ing methods, is one of the important statistical techniques 
[34]. This is a special case of regression analysis. Logistic 
regression method is widely used in educational applica-
tions to determine the factors affecting student achievement 
[35–37]. Regression assumptions are same with classical 
regression in logistic regression. Only difference from the 
classical regression is dependent variable. Because in logis-
tic regression, the dependent variable is categorical [38,39].

RESULTS AND DISCUSSION 

The comparison matrix given in Table 2 is used to com-
pare model achievements. Comparison criteria are used 
in order to understand the results obtained in Confusion 
matrix correctly. Comparison criteria are calculated using 
the True Positive (TP), False Negative (FN), False Positive 
(FP) and True Negative (TN) values given in this matrix.  In 
this study, we examined Accuracy, Error Rate, Sensitivity, 
Specificity and False Positive Rate values.

Table 2. Comparison Matrix for Two Classes

Predicted Class

Real Class Positive Negative Total
Positive True Positive (TP) False Negative (FN) p
Negative False Positive (FP) True Negative (TN) n
Total p’ n’

Table 3. Comparison of the Mathematics Achievement Class Prediction Models

  Elman Jordan MLP Logistic

  Train Test Train Test Train Test Train Test
Accuracy 0.706 0.711 0.716 0.826 0.698 0.705 0.684 0.671
Error Rate 0.294 0.289 0.284 0.174 0.302 0.295 0.316 0.329
Sensitivity 0.706 0.711 0.716 0.826 0.698 0.705 0.684 0.671
Specificity 0.705 0.708 0.717 0.869 0.698 0.706 0.684 0.673
False Positive Rate 0.295 0.292 0.283 0.131 0.302 0.294 0.316 0.327
F1-Score 0.706 0.711 0.716 0.826 0.698 0.705 0.684 0.671
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In Table 3, the comparison results of the models accord-
ing to the training and test sets are given. The result of the 
most successful method according to the test set is marked 
in bold. According to the results given, it is understood that 
the most successful method is JNN.

In addition, the ROC curves of the models are given in 
Figure 3. ROC curves are a benchmark for reliable compar-
ison of models. The sum of the area under the curve (AUC) 
is used as the comparison value of the curves. According 
to the given values, it was seen that the Jordan method pro-
duced successful results. 

As a result of the analysis, it was observed that the stu-
dents’ gender, sense of belonging to the school, socio-eco-
nomic status, household items, emotional support of the 
family, digital devices at home and use of digital devices 
in lessons were effective on success, respectively. In addi-
tion, DNN algorithms produced more successful results in 
modeling student mathematics achievement than MLP and 
logistic regression methods.

CONCLUSION 

In this study, we compared machine learning methods 
against deep learning algorithms on PISA 2018 Turkey data-
set to explore the DNN classification performance as EDM 
for predicting mathematics achievement of successful or 

unsuccessful students. We selected Elman neural networks 
and Jordan neural networks as DNN, and multi-layer per-
ceptron and logistic regression as classical machine learn-
ing methods.  According to the analysis results, the Jordan 
neural networks produced more successful results than 
other methods with 0.826 predictive accuracy and 0.739 
area under curve scores. Multilayer perceptron and logis-
tic regression methods also produced results close to DNN 
algorithms. According to the results of the analysis, it was 
understood that deep learning methods can be used in the 
classification and prediction of mathematics achievement. 
Also DNN methods displayed comparable performance to 
multi-layer perceptron and logistic regression.

According to the results, it was seen that the success 
of the student can be predicted if the value of the factors 
affecting the mathematics achievement is known. However, 
the study has several limitations. First of all, it is necessary 
to correctly determine the variables that affect success. In 
addition, it is recommended to conduct studies on different 
data sets in order to examine the success of deep learning 
methods compared to other machine learning algorithms 
in more detail. In addition, increasing the size of the data 
set and the number of variables may also affect the results. 
The data set should be expanded with new variables and 
model successes should be examined in larger and smaller 
data sets.

Figure 3. ROC Curves of the Models.
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